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Abstract. Large text can convey various forms of sentiment information including the author’s
position, positive or negative effects of some events, attitides of mentioned entities towards to
each other. In this paper, we experiment with BERT based language models for extracting
sentiment attitudes between named entities. Given a mass media article and list of mentioned
named entities, the task is to extract positive or negative attitudes between them. Efficiency of
language model methods depends on the amount of training data. To enrich training data, we
adopt distant supervision method, which provide automatic annotation of unlabeled texts using an
additional lexical resource. The proposed approach is subdivided into two stages FRAME-BASED:
(1) sentiment pairs list completion (PAIR-BASED), (2) document annotations using PAIR-BASED
and FRAME-BASED factors. Being applied towards a large news collection, the methods generates
RuAttitudes2017 automatically annotated collection. We evaluate the approach on RuSentRel-1.0,
consisted of mass media articles written in Russian. Adopting RuAttitudes2017 in the training
process results in 10-13% quality improvement by F1-measure over supervised learning and by
25% over the top neural network based model results.
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Analysis of the influence of pre-training on the distribution of weights
of the attention mechanism in language models

To analyze the contribution of various elements of the context to the result obtained, the
weights of the attention mechanism are often compared. The following states of
language models were chosen for analysis: mBERT, SentRuBERT and
SentRuBERT-NLIp (pre-trained version of SentRuBERT by the RuAttitudes2017y 4rge
collection). Among the entire set of contexts, only those contexts are considered that
were extracted by the pretrained model SentRuBERT (NLIp + NLI) from the test set of
the collection RuSentRel. Thus, 1032 contexts were analyzed. In the contexts, the
occurrences of the lexicon of evaluative words of the Russian language RuSentiLex [1]
(SENTIMENT) and the occurrences of frames (FRAMES) are additionally marked in the
contexts.

Tabmuma 1: The average estimate of the probability of attention over the heads of the
BERT language model for each of the 12 layers separately for: class tokens (CLS),
separators (SEP), participants in the relationship all third-party tokens to FRAMES and
SENTIMENT separately; the top values in the rows are marked in bold

| Layer Number
Terms group [ 1 2 3 4 5 6 7 8 9 10 11 12
mBERT
[CLS] 006 033 036 029 031 006 0.04 0.04 005 006 007 0.04
SEP 0.04 0.07 0.06 006 007 009 0.09 o0.I1 012 009 0.09 0.07
Esuvi/Eovj 005 004 0.04 006 004 006 006 006 0.06 0.07 007 0.05
others—FRAMES 0.07 0.03 0.03 003 003 0.05 004 005 004 004 003 0.03
others—SENTIMENT 008 004 0.03 003 004 0.05 004 005 0.05 004 003 0.04
SentRuBERT
[CLS] 003 027 033 030 039 0.09 002 003 003 005 004 0.02
SEP 0.05 0.06 0.03 004 004 015 022 039 028 029 007 0.04
Eoubj/Eopj 0.10 0.06 0.07 0.07 005 0.06 008 004 006 005 011 0.12
others—FRAMES 005 0.03 0.03 003 003 004 004 003 005 005 0.07 0.06
others—SENTIMENT 006 003 0.03 003 003 004 004 005 006 006 0.08 0.08
SentRuBERT-NLI p
[CLS] 003 027 036 031 034 005 001 002 001 002 002 0.02
SEP 006 0.04 0.03 005 004 020 020 0.28 028 028 004 0.08
Esuvi/Eovj 0.10 0.07 0.08 0.08 007 0.07 009 006 007 011 028 0.23
others—FRAMES 0.07 0.04 0.04 004 005 0.06 005 007 007 005 010 0.08
others— SENTIMENT 0.08 005 0.05 004 005 0.07 006 009 0.08 007 008 0.09

For each input context s tokens long, the attention weight vector a € R'*"*%# contains

the values of each layer, for each model head BERT (I is the number of layers of the
language model; A is the number of heads). For particular layer I’ and a head A/, the
matrix a; p € R®** describes the link weights of the layer’s input data tokens I’ with its
output (next layer tokens):

¢ [CLS] —class;

* [SEP] - sequence boundaries;

* [S/O] — relationship participants ( Esup;/ Eop;);

» Groups FRAMES and attention to them by other context tokens;
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Puc. 1: Layered assessment of the distribution of attention of language models BERT to
tokens [CLS], [SEP], objects and subjects of the relation [S/O] (left column) and frames
and sentiment words (right column); the lines connect the average values of the weights
of each layer of the model [2]

» Groups SENTIMENT and attention to them by other context tokens.

Fig. 1 illustrates the layer-by-layer evaluation of the attention weights for the given groups
of tokens. Average values for each layer are shown in! the Table 1.

!For average estimates for the groups FRAMES and SENTIMENT, only such contexts are taken into account
that contain at least one occurrence of the term of the corresponding group. As a result, 68% of contexts were
taken into account in the «other—FRAMES» statistics, and 75% in statistics «other—SENTIMENT»
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Puc. 2: An example of visualization [2] of head weights #2 (layers from left to right:
2,4,8,11) as the evolution of the attention of the mBERT model in the finetuned models
SentRuBERT and SentRuBERT-NLI p
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It should be noted the high rates of attention to the class token [CLS] on layers 2-5 up to
35-40%. For SentRuBERT, there is an increase in attention on the tokens [SEP] (layers
7-10) and [S/O] (on the final layers). There is also an increase in attention on the tokens
FRAMES and SENTIMENT from others tokens on the final layers up to 7-10%. The use of
indirect learning (SentRuBERT-NLIp) increased attention to [S/O] in the final layers: the
weights doubled when compared with SentRuBERT. There is also an additional increase
in attention to the SENTIMENT and FRAMES tokens from other tokens in the middle and
end layers.

In order to visually illustrate the effect of additional training, Fig. 2 shows the visualization
of head weights No. 2 for each analyzed model BERT, by layers (from left to right) 2, 4,
8, 11 of the following example:

«Beos maxyio uzpy, Esypj OKOHUAMENLHO Aumusace 006epusi Eqp; u cmpan E. Eqgyp;
K Eopj 6 konmexcme « Egyp; okonuamenvno aumunace 00eepusi Eqp;». ( While playing
such a game, Eq; has completely lost the trust of Eqy; and E countries. Eqyp; to Eqp;
in the context of « Eyy; is completely distrusted by E;)

In the SentRuBERT-NLI p model, among others, the focus of attention is most pronounced
on the occurrences of the «finally» and «lose trust» frames (layer 8).
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